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Joint Segmentation of Images and Scanned Point Cloud in Large-Scale Street Scenes with Low Annotation Cost
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Abstract—We propose a novel method for the parsing of images and scanned point cloud in large-scale street environment. The proposed method significantly reduces the intensive labeling cost in previous works by automatically generating training data from the input data. The automatic generation of training data begins with the initialization of training data with weak priors in the street environment, followed by a filtering scheme to remove mislabeled training samples. We formulate the filtering as a binary labeling optimization problem over a conditional random field that we call object graph, simultaneously integrating spatial smoothness preference and label consistency between 2D and 3D. Toward the final parsing, with the automatically generated training data, a CRF-based parsing method that integrates the coordination of image appearance and 3D geometry is adopted to perform the parsing of large-scale street scenes. The proposed approach is evaluated on city-scale Google Street View data, with encouraging parsing performance demonstrated.

Index Terms—Segmentation, Street Scene, Image, Point Cloud
of different categories from the input data. The recognized instances are likely to be misclassified since the weak priors are solely from simple observations. We regard the recognized result by the weak priors as initial training data with a certain degree of noise. In the next step, a filtering scheme to remove the mislabeled training samples in the initial training data is introduced by formulating it as a binary labeling problem over a CRF. The unary confidence for the initial labeling is estimated by a cross-validation inspired algorithm. The interaction term imposes the geometric spatial smoothness and label consistency which characterizes the correspondences between images and scanned point cloud and is encoded in a carefully designed joint 2D-3D object graph.

Finally, with the automatically generated training data, we use a CRF-based joint 2D-3D method to simultaneously segment the scanned point clouds and street view images into five most common categories in the street environment: building, car, tree, ground and sky as the previous works [13], [4] did. An overview of the proposed method is given in Figure 1.

In summary, the contributions of our approach are three-fold. First, the utilization of weak priors in both street view images and scanned point cloud automates the generation of training data, significantly reducing the intensive manual labeling in previous works. To our best knowledge, this is the very first exploration of this idea for scene parsing. Second, the novel joint 2D-3D object graph significantly purifies the automatically generated training samples. Last but not least, integrated with the state-of-the-art CRF-based parsing techniques, we demonstrate the potential of fully automatic large-scale parsing of street scene with comparative performance to that achieved by using manually labeled training data. The rest of this paper is organized as follows: In Section II, some related works are reviewed. Then, we introduce the automatic generation of training data In Section III and the CRF-based parsing module In Section IV; Last, we present the experiment evaluation in Section V, and conclude in Section VI.

II. RELATED WORK

For the parsing of street view images, different methods have been proposed [2], [3], [13], [4], [14], which usually formulate the parsing problem with graphical models, such as the CRF. In [2], a multi-view parsing method for image sequences captured by a camera mounted on a car driving along streets is proposed, with SfM (Structure from Motion algorithm) [15] used to reconstruct the scene geometry. Similar works were introduced in [3], using dense depth maps recovered via multi-view stereo matching techniques as cues to achieve accurate scene paring. In [5], the temporal consistency between consecutive frames and 3D scene geometry recovered by stereo techniques are explored to improve the parsing accuracy of street view images. In [16], the authors jointly address the semantic segmentation and dense 3D scene reconstruction by learning appearance-based cues and 3D surface orientations and performing class-specific regularization. For the parsing of still images, a hierarchical two-stage CRF model is proposed in [4] to segment images of street scenes.

The semantic segmentation of scanned point cloud in street environment is closely related to the parsing of street view images, and well studied in the previous works [6], [8], [9]. In [6], [7], learning-based methods for segmenting 3D scan data into objects or object classes are proposed, with only 3D information used. In [9], the authors introduced a probabilistic, two-stage classification framework for the semantic segmentation of urban maps as provided by a mobile robot, using both appearance information from color images and geometric information from scan data. A similar work was introduced in [8], incorporating visual appearance by projecting the laser returns into images collected by a calibrated camera mounted on the vehicle. Without exception, the training data in all these methods [2], [3], [4], [6], [8], [9] is obtained by manually labeling.

III. AUTOMATIC GENERATION OF TRAINING DATA

The automatic generation of training data includes two successive steps: 1) labeling initialization in the input data which includes both scanned point cloud and images; 2) filtering of mislabeled training samples. For the labeling initialization, objects of different categories are first segmented in the scanned point cloud, and recognized with weak priors about these categories in 3D space. Then, we transfer the labeling of the recognized objects from 3D space to image space to initialize the training data for the street view image parsing. For the category sky that does not exist in the scanned point cloud, we directly initialize the training data for it in images with proper weak priors in image space. As the weak priors used to initialize the training data are just based on some simple observations, there are inevitably some mislabeled training samples, which could affect the performance of the street view image parsing significantly. To remove those mislabeled samples in the initialized training data, we propose a filtering algorithm in Section III-C. First, we introduce the labeling initialization in the scanned point cloud and images.

Data preprocessing Using the mobile platform (usually a car) which the data capturing equipments mount on as a reference, the height and depth information of each point in the scanned point cloud are estimated. The normal directions of points in the scanned point cloud are estimated by the tensor voting algorithm [17], with isolated points removed.
A. Labeling Initialization in Scanned Point Cloud

The labeling initialization starts with extracting objects of different categories from the scanned point cloud with the proposed object-model-based extraction algorithm, as described in Algorithm 1. Objects of different categories are extracted and recognized sequentially, in the order: ground, building, car and tree. As laser rays cannot reach the sky, the category sky is excluded here.

Algorithm 1 Object-Model-Based Extraction
1: Input : point cloud \( \mathcal{P} \)
2: for all \( C \in \{ \text{ground, building, car, tree} \} \) do
3: Construct a KNN(K-nearest-neighbor) graph for points, \( G_C = (\mathcal{P}, \mathcal{E}_C) \), with the length of each edge smaller than \( \kappa \);
4: # Recognize components of different categories
5: Extract connected components \( \{S_i\} \) from \( G_C \) and set \( T_C = \emptyset \)
6: for all \( S \in \{S_i\} \) do
7: if \( S \) fits the object model for \( C \) then
8: Insert \( S \) into \( T_C \) and remove \( S \) from \( \{S_i\} \)
9: end if
10: end for
11: # Merge components of different categories
12: for all \( T \in T_C \) do
13: for all \( S \in \{S_i\} \) do
14: if The shortest distance between \( T \) and \( S \), \( D < \epsilon \) & \( T \cup S \) fits the object model for \( C \) then
15: \( T = T \cup S \), \( \{S_i\} = \{S_i\} - S \)
16: end if
17: end for
18: Label \( T \) as category \( C \), and remove it from \( \mathcal{P} \)
19: end for
20: end for

Based on some weak priors about each category, the object model for the category specifies several discriminative properties for recognizing objects of the category, which includes properties of the following several aspects:

1. Width \( f_w \), length of an object along the scan direction.
2. Average height above the ground \( f_h \), the average height of all points in an object.
3. Shape, the saliency feature [18] can distinguish between three basic shapes of objects: line, surface and scatter cloud. Suppose the saliency feature for an object is \((\lambda_1, \lambda_2, \lambda_3)\), sorted in descending order, which are the eigenvalues of the covariance matrix for all points in a scan object. If \( \lambda_1 \gg \lambda_2 \approx \lambda_3 \), the shape of the object is a line; If \( \lambda_1 \approx \lambda_2 \approx \lambda_3 \), the shape of the object is a scatter cloud; If \( \lambda_1 \approx \lambda_2 \gg \lambda_3 \), the shape of the object is a surface.
4. Ratio of points whose dominant normal direction are vertical and horizontal \( f_r \), the ratio of points in an object with \( N_z \geq N_x, N_z \geq N_y \): \( R_h \), the ratio of points in an object with \( N_z \leq N_x, N_z \leq N_y \). \((N_z, N_x, N_y)\) is the normal vector for a point, and \( z \) is the vertical direction.

The object models for different categories are presented in Table I. A typical labeling initialization result obtained by Algorithm 1 is shown in Figure 3. The model parameters for these categories are estimated with very few instances (10), since the the raw initialization will be purified in the next stage.

B. Labeling Initialization in Images

With the initialized labeling of the categories: ground, building, car, tree in the scanned point cloud and the projections of 3D points to images, the labeling initialization for these categories in image space is carried out by transferring the initialized labels of 3D points to image space. For the category sky not initialized in the scan data, initial guess is carried out in the image space with the following priors:

1. Existence of 3D projections: As the scan laser ray cannot reach the sky, the existence of 3D projections in images is a strong indicator of non-sky region.
2. Region Color Variance: The color variance of sky regions are usually small.
3. Position in images: As the images are taken on ground level, the sky regions in images mostly appear in the upper part.

Before applying these weak priors, we first create super pixel partition of images with the method [19]. Then, candidate superpixels that satisfy the following requirements are
selected: 1) no 3D projections in the superpixel; 2) color variance \( s < s_t \) \( (s_t = 25) \), which is measured by the max color (RGB space) difference of any two pixels within the superpixel; 3) average height \( h < h_t \) (the height is scaled to \([0, 1]\) against the image height, \( h_t = 0.25 \)). Last, some pixels are randomly sampled from these candidate superpixels and assigned the label sky.

C. Filtering of Mislabeled Training Samples

As the automatically initialized training samples are generated with only weak priors, some of them are probably mislabeled. Meanwhile, the registration error between images and scanned point could also cause the mislabeling. As well known, noise in training data could severely degrade the performance of the trained classification models. To remove the mislabeled training samples in the initialized training data, we propose a mislabeling filtering scheme based on the flexible CRF formulation [20], [21]. The confidence for the initial labeling served as the unary potential in CRF-based formulation is estimated jointly with the appearance information from 2D images and geometric information from 3D scanned point cloud. However, more than the estimated confidence in the initial labeling that was used to identifies the mislabeled training samples in the previous work [22], we integrate the spatial smoothness and label consistency between images and scanned point cloud as well. All these cues are integrated into a CRF model that we call object graph to robustly identify and remove the mislabeled training samples.

1) Estimation of confidence in the initial labeling: Our confidence estimation for the initial labeling, as described in Algorithm 2, is inspired by the previous work [22]. Please note that in Algorithm 2, the confidence estimation for the initial labeling of different categories is performed independently, in both images and scanned point cloud. The estimation process for each category follows the standard Leave-one-out cross-validation of multiple rounds with random data partitions. In each round of the cross-validation, the initial training data is randomly partitioned into two sets, training set and testing set. A binary classifier is trained by the data from training set. Suppose the binary classifier performs better than random guess, if the initial label of a sample from testing set agrees with that predicted by the trained classifier, then the probability that the initial label is correct is large than 1/2. As the testing in each round of the cross-validation is based on random data partition and thus can be treated as independent testing, the more times a sample’s initial label agrees with the predicted label, the more likely its initial label is correct.

In the following, we use \( P(y, k) \) to denote the probability that a sample is classified as a positive sample \( k \) times during the \( N \) iterations in the algorithm 2, where \( y \in \{-1, +1\} \) denotes the true label of the sample. Suppose the classification accuracy of the trained classifiers during the \( N \) iterations in the algorithm 2 is \( q \), then we have:

\[
P(k|y = -1) = C_N^k (1-q)^k q^{N-k}
\]

\[
P(k|y = +1) = C_N^k q^k (1-q)^{N-k}
\]

For a sample classified as a positive sample \( k \) times during the \( N \) iterations, the probability that its initial label is correct is:

\[
P(y = +1|k) = \frac{P(y = +1, k)}{\sum_{y \in \{-1, +1\}} P(y, k)} = \frac{q^k (1-q)^{N-k}}{q^k (1-q)^{N-k} + P(y = -1) (1-q)^k q^{N-k}}
\]

As \( P(y) \) is unknown, we make an assumption that the ratio of mislabeled training samples is under 50%, so that we can properly approximate (3). This assumption gives \( P(y = -1) \leq P(y = +1) \), so we have \( P(y = +1|k) \geq f(q, k, N) \), where

\[
f(q, k, N) = \frac{q^k (1-q)^{N-k}}{q^k (1-q)^{N-k} + (1-q)^k q^{N-k}}
\]

With this assumption which is verified in the following experiment, we can approximate \( P(y = +1|k) \) with (4) in the algorithm 2 (\( N = 10, q = 0.6 \) in our implementation), and safely assume that the trained classifier in each iteration of the algorithm 2 is better than random guess. For the training/testing procedure (step 5 and 7) in the algorithm 2, the following features are used:

a) Features for confidence estimation in the scanned point cloud: For each initialized object, we extract three bag-of-word features built with the normal, height, and depth of points in the object respectively, with the same way that the bag-of-word features were built in [23].

b) Features for confidence estimation in images: For each initialized pixel with projection of 3D points in images, we extract patch level appearance features: Texton and SIFT, and combine them with the normal, height, and depth of the corresponding 3D point that projects to the position. For the samples of the category sky without projection of 3D points, we add default normal, height, and depth.

2) Object graph for the filtering of mislabeled training samples: In this section, we introduce the object graph which integrates multiple cues for the filtering of mislabeled training samples. For each initialized training sample in the point

---

**Algorithm 2 Confidence estimation for the initial labeling**

1: Input: the initial training samples \( S = \{s_i\} \) for the target category \( C \), and initial training samples \( \{Q_i\} \) for other categories

2: Initialize: \( k_s = 0 \) for all \( s \in S \)

3: for \( i = 1, 2, ..., N \) do

4: Randomly split \( S = S_{train} \cup S_{test} \) with 50%/50%

5: Train a binary random forest classifier \( R \) with positive samples from \( S_{train} \) and negative samples of the same number that are randomly sampled from \( \{Q_i\} \)

6: for \( s \in S_{test} \) do

7: if \( s \) is classified as a positive sample by \( R \) then

8: \( k_s = k_s + 1 \)

9: end if

10: end for

11: Exchange \( S_{train} \) and \( S_{test} \), repeat step 5-10

12: end for

13: For all \( s \in S \), set \( k = k_s \) and compute the confidence in its initial label with equation (4)
cloud, a recognized 3D object $O$ obtained by Algorithm 1, we define a graph $\mathcal{G} = (\mathcal{V} + T, \mathcal{E}_V + \mathcal{E}_T)$ that we call object graph, as shown in Figure 4. The global node $T$ denotes the object $O$. The nodes in $\mathcal{V}$ denote the initialized training samples in the images, pixels with projections of 3D points in $O$. As the 3D objects extracted by Algorithm 1 are connected components, the links between the points in $O$ are transferred to the graph $\mathcal{G}$. We denote these links with $\mathcal{E}_V$, and the links between nodes in $\mathcal{V}$ and nodes in $T$ with $\mathcal{E}_T$. Then, the energy function associated with $\mathcal{G}$ is defined as:

$$ E(x, y) = \phi_T(y) + \sum_{(i,j) \in \mathcal{E}_V} \phi_{ij}(x_i, y) + \sum_{i \in \mathcal{V}} \varphi_i(x_i) $$

$$ + \sum_{(i,j) \in \mathcal{E}_T} \varphi_{ij}(x_i, x_j) $$

The random variable $x_i \in \mathcal{X}$ and $y_i \in \{l_{good}, l_{bad}\}$ associated with each node take values from the label set $L = \{l_{good}, l_{bad}\}$ that distinguish the correctly labeled training samples and the mislabeled training samples. The data terms $\varphi_i(x_i)$ and $\varphi_T(y)$ that encode the estimated confidence in the initial labeling are defined as:

$$ \phi_T(y) = \left\{ \begin{array}{ll} |\mathcal{V}| & y = l_{good}; \\
|\mathcal{V}| & y = l_{bad}. \end{array} \right. $$

$$ \varphi_i(x_i) = \left\{ \begin{array}{ll} 1 - P_i & x_i = l_{good}; \\
P_i & x_i = l_{bad}. \end{array} \right. $$

$P_T$ and $P_i$ are the estimated confidence in the initial labeling for different nodes. $|\mathcal{V}|$ are the number of points in the 3D object. To encourage spatial smoothness, the smooth term $\varphi_{ij}(x_i, x_j)$ takes the following form:

$$ \varphi_{ij}(x_i, x_j) = \left\{ \begin{array}{ll} 0 & \text{if } x_i = x_j; \\
\lambda & \text{otherwise}. \end{array} \right. $$

To encode label consistency between the images and scanned point cloud, the term $\phi_{ij}(x_i, y)$ takes the following form:

$$ \phi_{ij}(x_i, y) = \left\{ \begin{array}{ll} \infty & \text{if } y = l_{bad}, x_i \neq y; \\
\frac{1}{1 - 2P_i} & \text{if } y = l_{good}, x_i \neq y; \\
0 & \text{if } y = l_{good}, x_i = y. \end{array} \right. $$

This term (9) forces that each node in the images can be considered as correctly labeled, only when the global node in the point cloud is correctly labeled. It also allows no more than 10% of the nodes in images can take the label $l_{bad}$ when of the 3D object takes the label $l_{good}$ in order to tolerate certain degree of registration error between the scanned point cloud and images.

For the initialized training samples of the category sky in each image, we define a similar graph as the object graph, without the global node. For each node that denotes one pixel in an image, it is linked to its $K(K = 5)$ nearest neighbors. The corresponding energy function takes the form of (5), excluding terms involving the global node. Some results of the filtering of mislabeled training samples are shown in Figure 5. To the end, we solve the optimization problem (5) by the $\alpha$-expansion algorithm [24].

IV. Joint Segmentation of Images and Scanned Point Cloud

The final segmentation of scan data and images will be obtained by the CRF-based joint segmentation module. Details are introduced in the following.

A. Object extraction in scanned point cloud

As the first step of the joint segmentation, objects of different categories are extracted by Algorithm 1, using new object models for different categories. The original object models in Algorithm 1 are replaced by the new object models, multiple binary random forest classifiers. These classifiers determines whether a 3D object belongs to a specific category, and are trained with the automatically obtained training data. Specifically, we replace the object model fitting test (line 7 and 15) in Algorithm 1 with the following test: if the estimated probability of a 3D object belonging to the category is large than 0.5, we consider it passing the test.

B. Associative Hierarchical CRF for joint optimization

With the extracted objects in the scanned point cloud, we use the associative Hierarchical CRF [25] to formulate the joint segmentation problem of images and scanned point cloud. We define a hierarchical graph $\mathcal{G}' = (\mathcal{V}' + T', \mathcal{E}_V' + \mathcal{E}_T' + \mathcal{E}_N')$. The global node set $T'$ denotes the extracted objects in the point cloud, and the nodes in $\mathcal{V}'$ denote the pixels in images. For each extracted object, we build an object graph defined in section III-C2, as a part of $\mathcal{G}'$. For each pixel in images, we add the four neighborhood links, denoted by $\mathcal{E}_N'$. $\mathcal{E}_V'$ denotes the links between nodes in $\mathcal{V}'$ associated with the object graphs, and $\mathcal{E}_T'$ denotes the links between nodes in $\mathcal{V}'$ and $T'$. The energy function associated with $\mathcal{G}'$ is defined as:

$$ E'(X, Y) = \sum_{i \in T'} \phi'_i(y_i) + \alpha \sum_{(i,j) \in \mathcal{E}_T'} \phi'_{ij}(y_i, y_j) $$

$$ + \beta \sum_{i \in \mathcal{V}'} \varphi'_i(x_i) + \gamma \sum_{(i,j) \in \mathcal{E}_V' + \mathcal{E}_N'} \varphi'_{ij}(x_i, x_j) $$

This energy function integrates the image appearance information, geometry information and object level information obtained from the scanned point cloud together. Different cost terms are explained in the following:
ring of interline-transfer, CCD sensors with wide-angle lenses. The images are captured by a ring of interline-transfer, CCD sensors with wide-angle lenses.

As a part of the street view processing pipeline, image pixels are projected onto the ground, enabling the capture of sparse 3D data alongside the imagery. As a part of the street view processing pipeline, image pixels have been corresponded to 3D rays in the presence of a rolling shutter. More details about the data used in our experiment are described in Table II. To handle the huge data of such a large scale, we split the entire dataset into about fifty segments, and each segment is processed independently. To build the object models described in Section III-A, we roughly estimate them with five manually labeled objects of each category, which is the only annotation needed in our method. In terms of the ground truth data for quantitative evaluation, we uniformly sampled one thousand images from the input dataset and labeled them into five categories: ground, building, car, tree, sky, as well as points in the scanned point cloud associated with their projections in these selected images.

As the focus of this paper is the parsing of street scenes with automatically generated training data, our evaluation consists of two parts: 1) evaluation of the automatically generated training data; 2) evaluation of the parsing performance achieved with the automatically generated training data. For the training data generated by the proposed algorithm in Section III, we refer to the training data generated by the labeling initialization as the initialized training data, and the training data obtained by performing the filtering of mislabeled training samples on the initialized training data as the cleaned training data in the following description. The processing time spent on different components of our method is given in Table II, based an unoptimized C++ implementation running on a pc (i7 2.8G, 16G RAM).

A. Evaluation of the automatically generated training data

Similar to the evaluation on the ground truth annotation obtained by manual labeling in [26], we measure the quality of the automatically generated training data in two aspects: the amount of the training data and the degree of noise in the training data which reflects the accuracy of the automatic generation of training data.

For the first aspect, the proportion of the generated training data (the proportion of pixels with labels among all pixels in all images and points with labels in the entire scanned point cloud) in the input dataset is shown in Figure 6, with the
The proportion of the generated training data in the input dataset. The initialized training data consists of two parts: the cleaned training data and the removed training data by the filtering of mislabeled training samples.

The description of the dataset. #Points: the number of 3D points; #Images: the number of images; LI: total time of labeling initialization; FT: total time of filtering the mislabeled training samples; TR: total time of training the CRF model with the automatically generated training data; TE: total time of testing all the images in the dataset. The size of all the images in the dataset is $387 \times 518$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Points</th>
<th>#Images</th>
<th>LI</th>
<th>FT</th>
<th>TR</th>
<th>TE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rome</td>
<td>42,111 k</td>
<td>192,861</td>
<td>5h</td>
<td>63h</td>
<td>38h</td>
<td>42h</td>
</tr>
<tr>
<td>SF</td>
<td>19,423 k</td>
<td>19,107</td>
<td>1h</td>
<td>7h</td>
<td>4h</td>
<td>4h</td>
</tr>
</tbody>
</table>

TABLE II

The segmentation performance achieved by our method on the images and scanned point cloud is shown in Table III, using the cleaned training data for the training process. To evaluate the influence of the joint segmentation of images and scanned point cloud together, we first test both the joint segmentation and non-joint segmentation, under the formulation (10). Here, the non-joint segmentation refers to treating the segmentation of images and scanned point cloud separately. For the non-joint segmentation of images, we remove all cost terms involving scanned point cloud, treating it as a still image segmentation like [4], [28]. For the non-joint segmentation of scanned point cloud, we remove all cost terms involving images, treating it as a pure scanned point cloud segmentation problem like [6]. The global accuracy, category average accuracy and segmentation accuracy of different categories achieved by the joint segmentation and non-joint segmentation are compared in Table III.

As expected, we can find the joint segmentation achieves better global accuracy and category average accuracy. However, we also note that not all categories benefit from the joint 2D-3D framework. On one hand, for man-made objects (all classes except trees), they bear strong regularity in the scanned point cloud, therefore, they can well segmented with 3D geometry information merely. The joint segmentation of point-clouds and images did not provide much improvement on these man-made categories. On the other hand, the registration errors between the 2D images and 3D point cloud also lead to the degradation of the segmentation performance on some categories. Some segmentation results obtained by the joint segmentation are shown in Figure 9. More results are provided in the supplementary video associated with the manuscript.

To further evaluate the quality of the automatically generated training data, we randomly split the manually labeled ground truth dataset in our experiments into two parts with ratio 30%/70%, one part used as training data, and another part for performance evaluation. We repeated the random split five times, and averaged the achieved global accuracy and category average accuracy for each random split. The achieved segmentation accuracy with the automatically generated training data and manually labeled training data is compared in Table IV. The average global accuracy and category average accuracy achieved on the images are 84.3% and 82.2%, slightly better than the accuracy achieved with the automatically generated training data. The average global accuracy and category average accuracy achieved on the scanned point cloud are 89.1% and 80.5%, slightly worse than the accuracy achieved with
the automatically generated training data. In general, in this comparison, the segmentation performance achieved by using the automatically generated training data is comparable to that achieved by using the manually labeled training data.

Last, we compare our method with previous works [25], [13], [6], [29]. For the competitors, we use the same training/testing setting as the comparison given in Table IV. [25], [13] are trained with annotated images and applied to image segmentation, with the same parameters as that in [25], [13], [6], [29] are trained with annotated point cloud and applied to point cloud segmentation, with the parameters of [6] well tuned on the dataset used in our experiment. The comparison result is given in Table V. From the comparison, we can find our method outperforms the competitors to varying degrees, which shows the advantage of the joint segmentation.

VI. CONCLUSION AND DISCUSSION

In this paper, we propose a novel method for the parsing of images and scanned point cloud captured in large-scale street scenes, which can automatically generate training data from the given input data with weak priors. First, utilizing the weak priors about the most five common categories in the street environment, the initialized training data is generated. Then, a filtering algorithm is proposed to remove those mislabeled training samples in the initialized training data. Finally, with the generated training data, a CRF-based parsing module is proposed for the parsing of large scale street scenes, which uses both the image appearance information and geometry information.

With scanned point cloud of low resolution, like the Google Street View data we used in our experiment, it is difficult to extract small objects as the points on them are quite few, which hinders the automatic generation of training data for these categories. Therefore, currently, the targeted categories in the proposed method are constrained to the major categories in the street view. Given scanned point cloud captured by laser sensors with higher resolution, it is reasonable to expect that the proposed method can be generalized to more categories.
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